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Abstract: The number of samples required to estimate the

amplitude of a digitized sinewave depends on the amount of

additive noise present, more specifically, on the precision of

the estimator usedwhich is depends directly on the additive

noise standard deviation. Here an analytical approximate

expression for this precision is derived and then used to

derive an analytical expression useful in computing the

minimum of number of samples that should be acquired to

guarantee a given bound on the prevision of the sinewave

amplitude estimates.

Keywords: sinewave fitting; uncertainty; ADC; noise; num-

ber of samples

1 Introduction

There are different non-ideal factors that influence the

precision of a sinewave amplitude estimation using least

squares sine-fitting procedures, namely, voltage noise [1,

2], quantization error [3–5], phase noise [6], jitter [7–9],

frequency error [10] and harmonic distortion [11] just to

mention a few. Arguably one of the most important and

most studied factors is the amplitude noise, also called

voltage noise or additive noise. The focus here is on this

particular type of non-ideality and the effect it has on the

precision of sinewave amplitude estimation. Naturally this

type of noise has an influence on the precision of all other

types of estimators and test procedures like the histogram

test of analog-to-digital converters [12–14] or even the tests

that determine the amount of noise itself present in a test

setup [15, 16].

The goal is thus to derive an expression for the com-

putation of the number of samples required to achieve a

precision better than a chosen bound on the precision of
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the amplitude estimation given the amount of additive noise

present. Ideally the expression should be simple and accu-

rate. Since an exact expression for the standard deviation

of the estimated amplitude is not known we will settle for

an approximate expression which is sufficiently accurate

for most practical cases. As it will be seen at the end of this

paper, a very simple expression is proposed to be used for

the calculation of the minimum number of samples. Monte

Carlo simulations were used to validate the accuracy of the

expression. This work, however, does not consider other

types of noise like phase noise or noise coming from the

power supply [17].

There are, however, other non-idealities like phase

noise and jitter [11], power supply noise [17, 18] or frequency

error [19] that affect the estimation results or even other

types of stimulus signals employed [20, 21]. The effect of

these is not the subject of this paper. Naturally this non-ideal

phenomena are not exclusive to the estimation of sinewave

amplitude but occur in most engineering domains like esti-

mating the flow velocity [22, 23] ormeasuring distance using

acoustic waves [24], just to mention a few.

2 Sinewave fitting

Sinewave fitting is a procedure used to estimate three

parameters of a sinewave, namely the amplitude, initial

phase and average value that best fit, in a least-squares

error sense, a set of supplied data points. There are more

sophisticated algorithms that are even able to estimate the

frequency of the signal if it is unknown (four-parameter sine

fitting).

ConsiderM data points z1, z2, . . . , zM given by

zi = C + A ⋅ cos
(
𝜔xti + 𝜑

)
. (1)

where𝜑 is the initial phase and𝜔x is the angular frequency

(2𝜋f x). We consider the phase 𝜑 to be a random variable

uniformly distributed in an interval with length 2𝜋.

This data is affected by additive voltage white Gaussian

noise, di, with null mean and standard deviation 𝜎v:

yi = zi + di = C + A ⋅ cos
(
𝜔xti + 𝜑

)
+ di. (2)
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We wish to estimate the sine wave that best fits, in a

least square error sense, to theseM points. The estimates of

the sine wave are obtained, in a matrix form, with [16]

⎡⎢⎢⎢⎣

ÂI

ÂQ

Ĉ

⎤⎥⎥⎥⎦
=

(
D
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D
)−1
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with

D =

⎡⎢⎢⎢⎢⎢⎣

cos
(
𝜔at1

)
sin

(
𝜔at1

)
1

cos
(
𝜔at2

)
sin

(
𝜔at2

)
1

… … …
cos

(
𝜔atM

)
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)
1
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, (4)

where 𝜔a is the angular frequency of the sinusoid we are

trying to adjust to the data, ÂI and ÂQ are the in-phase

and in-quadrature amplitudes and Ĉ is the estimated aver-

age value (offset) The amplitude of the sinewave can be

obtained with

Â =
√
A2
I
+ A2

Q
. (5)

In the case of coherent sampling (known frequency)

one has

Â =

√√√√√ 4

M2

M∑
i=1

M∑
j=1

yi y j cos
[
𝜔a

(
t1 − t j

)]
. (6)

In this work we focus on the standard deviation of the

estimated amplitude, 𝜎
Â
.

3 Precision of amplitude estimation

In Ref. [25] the expected value of the estimated amplitude

was determined using a 3rd order Taylor series approxi-

mation to the square root function found in (6). The non-

linearity of this function is what makes the derivation of an

exact analytical expression difficult. The result obtained in

Ref. [25] was thus an approximate expression, specifically

𝜇
Â
≈

√
A
2 + 4

M
𝜎
2
𝑣
−

16

M2 𝜎
4
𝑣
+ 8

M
𝜎
2
𝑣
A2

8
(
A2 + 4

M
𝜎
2
𝑣

)3∕2 . (7)

Here a similar procedure will be used to derive an

expression for the standard deviation of the estimate. From

[26] (p. 113) one can write

𝜎
2

Â
≈

⎛⎜⎜⎝
|||||
𝜕Â

𝜕
̂A2

||||| ̂A2=𝜇̂
A2

⎞⎟⎟⎠
2

⋅ 𝜎2

̂A2
. (8)

The derivative in (8) is the derivative of the square root

function which is

𝜕Â

𝜕
̂A2

||||| ̂A2=𝜇̂
A2

= 1

2
√
𝜇̂A2

. (9)

The expected value of the square amplitude is, from [25]

(Eq. (27)),

𝜇̂A2
= A

2 + 4

M
𝜎
2
𝑣
. (10)

Using this and the expression for the variance of the

square amplitude estimation, determined in Ref. [25] (Eq.

(52)), which was

𝜎
2

Â2
= 16
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4
𝑣
+ 8

M
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2
𝑣
A
2
, (11)

one gets
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This expression can be rewritten in a more appealing

form as

𝜎
2
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≈

16
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M
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𝑣
A2

4A2 + 16

M
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. (13)

The standard deviation is thus, after some algebraic

manipulation given by,

𝜎
Â
≈

√
2𝜎

𝑣√
M

√√√√√√√
1+ 1

M

(√
2𝜎

𝑣

A

)2
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(√
2𝜎

𝑣
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)2 . (14)

We see that the standard deviation of the estimated

amplitude depends in a complicated way on the additive

noise standard deviation, 𝜎
𝑣
, the number of acquired sam-

ples, M, and the actual signal amplitude A. Defining, for

convenience, the signal to noise ratio as

SNR = A√
2𝜎

𝑣

, (15)

we can write the expression for the standard deviation of

the estimated sinewave amplitude as

𝜎
Â
≈ A

SNR

√
M

√
1+M ⋅ SNR2

2+M ⋅ SNR2
. (16)

This is an approximate expression derived from the 3rd

order Taylor series approximation to a square root function.

One can further simplify this expression for the case where

the product of number of samples and squared signal to
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noise ratio is much greater than 2, which is the situation

found in most practical cases, leading to

𝜎
Â
≈ A

SNR

√
M

, (17)

which is a fairly simple expression.

To facilitate comparison, we present here also the

equivalent expression using the noise standard deviation

instead of the SNR. Making use of (15) leads to

𝜎
Â
≈ 𝜎

𝑣

√
2

M
. (18)

We have reached an expression that is identical to the

Cramér–Rao Lower Bound as given in Section 3.1 of [27] (Eq.

(3.41)). Note that this estimator is, however, biased as seen in

Ref. [25].

4 Validation

To validate these two expressions presented here, a Monte

Carlo Analysis was carried out. A set of M data points sam-

pled from a sinewave with amplitude 2 V and a chosen

frequency (fx) at a specific rate (fs) such that

fs

fx

= M, (19)

so that the data covered exactly one period of the signal,

that is, guaranteeing coherent sampling. To each data point

was added a randomvalue taken fromanormal distribution

with a standard deviation that ranged from 0 (no noise) to

4 V (double the sinusoidal amplitude).

A three-parameter sine fitting least squares estimation

of the sinewave amplitude, Â, wasmade as described earlier.

This was repeated 10,000 times (R) and the standard devi-

ation of those amplitude estimations was computed. The

result can be seen in Figure 1 together with the values given

by first theoretical expression, Eq. (16), using a solid line,

and those given by the second theoretical expression, (17),

using a dashed line.

From the results one concludes that both expressions

give approximate values, as expected, and that expression

(16), the more complex one, is in fact a better approxima-

tion, with values very close to the real values which are

inside the vertical bars represented. Those bars have a with

corresponding to an interval with a 99.9 % confidence level

in the case of normally distributes values. The values given

by (17) give a worst approximation in general but provide

a very good approximation for the case of small additive

noise standard deviation (smaller than 1 V in the simulation

represented in Figure 1).

In the previous section we mentioned that this esti-

mator is biased as shown in Ref. [25]. It is interesting to

show, for such a low number of samples as the one used

in Figure 1, just 3, the behavior of the estimation amplitude

bias as a function of the additive noise standard deviation.

This is done in Figure 2. For small amounts of additive noise

(left side of chart) the bias is not significant. For very high

amounts of additive noise as the ones shown in the chart

(with a standard deviation up to twice the signal amplitude)

the bias is considerable.

In the simulation in Figure 1 the extreme case of the

number of samples equal to 3 was considered. This is the

minimum number of samples possible and the worst case

in terms of accuracy of the approximationmade. In Figure 3

a more usual case encountered in practice was considered,

namely, the use of 50 samples. Has can be seem, the approx-

imation given by (16) has practically no error (the solid line

in inside the vertical bars)while the approximation given by

(17) improved considerably. Naturally both approximations

begin to fail more severely if the amount of additive noise

standard deviationwould increase considerable beyond the

Figure 1: Standard deviation estimated sinewave amplitude as a function

of the additive noise standard deviation when 3 samples are acquired. The

vertical bars represent the values obtained with the Monte Carlo analysis

using a confidence level of 99.9 %. The solid line represents the theoretical

value given by (16) and the dashed line represents the theoretical value

given by (17).
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Figure 2: Estimated sine wave amplitude as a function of the additive

noise standard deviation when 3 samples are acquired. The vertical bars

represent the values obtained with the Monte Carlo analysis using a

confidence level of 99.9 %. The solid line represents the theoretical

values given by (7).

Figure 3: Standard deviation estimated sine wave amplitude as a

function of the additive noise standard deviation when 50 samples are

acquired. The vertical bars represent the values obtained with the Monte

Carlo analysis using a confidence level of 99.9 %. The solid line

represents the theoretical value given by (16) and the dashed line

represents the theoretical value given by (17).

values depicted in the figure which are themselves already

quite large going up to twice the signal amplitude.

In Figure 4 the value of amplitude estimation standard

deviation is represented as a function of the number of

samples. It can be seen that it decreases when the num-

ber of samples increase, which was expected by observing

expression (17), and that both approximations presented

here become very good for higher number of samples. This

data corresponds to a situation where the noise standard

deviation is equal to the signal amplitude: 𝜎
𝑣
= A.

This analysis as shown that the approximate analytical

expression (17) derived is a good approximation when the

Figure 4: Standard deviation estimated sine wave amplitude as a

function of the number of samples. The vertical bars represent the values

obtained with the Monte Carlo analysis using a confidence level of

99.9 %. The solid line represents the theoretical value given by (16) and

the dashed line represents the theoretical value given by (17).

number of samples is not excessively low and for a fairly

large range of values of noise standard deviation, justifying

its use.

5 Minimum number of samples

Having obtained a useful analytical expression for the stan-

dard deviation of the amplitude estimator it is now possible

to derive a way to compute the minimum number of sam-

ples required to guarantee that the standard deviation of the

estimated sine wave amplitude is lower than a given bound

B (still considering coherent sampling):

𝜎
Â
≤ B

𝜎
Â

. (20)

Inserting (14) leads to

√
2𝜎

𝑣√
M

√√√√√√√
1+ 1

M

(√
2𝜎

𝑣

A

)2
1+ 2

M

(√
2𝜎

𝑣

A

)2 ≤ B
𝜎
Â

. (21)

Solving in order toM leads to

M ≥
𝜎
2
𝑣

A2
×
1− 2

(
B
𝜎
Â

A

)2
+
√
1+ 4

(
B
𝜎
Â

A

)4
(
B
𝜎
Â

A

)2 . (22)

There is another solution that leads to negative values

ofM which thus is not relevant.

Looking at (22) in order to simplify it, one may consider

the case where the value of the bound B
𝜎
Â

is much smaller
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than the amplitude of the sine wave (A) which is what

happens usually. In those condition (22) becomes

M ≥ 2
𝜎
2
𝑣

B2
𝜎
Â

. (23)

From (23) one concludes, as expected, that the number

of samples required increases with the amount of addi-

tive noise present and when the bound which was set for

the amplitude estimation precision becomesmore stringent

(lower values of B
𝜎
Â

).

For example, for a case where the sinewave amplitude

is 2 V, the noise standard deviation is 0.5 V, and the bound

in the amplitude estimation standard deviation is 0.01 V,

expression (22) gives a value for the minimum number of

samples of 4999.875 while expression (23) gives a value of

5000which, since the number of samples has to be integer, is

essentially the same result. Other examples could be given

but the conclusion would be the same. There is no added

value in using (22) instead of (23).

Since sometimes the amount of noise present in a given

circuit is expressed using the signal-to-noise ratio (SNR), as

was done in Section 3, we can also supply, for convenience,

an expression for the minimum number of samples as a

function of SNR. Making use of (15) in (22) leads to

M ≥

(
A

SNR ⋅ B
𝜎
Â

)2

. (24)

The minimum number of samples to use to guarantee

a maximum standard deviation of the sinewave amplitude

estimation ofB
𝜎
Â

is directly proportional to the square of the

signal amplitude and inversely proportional to the square of

signal-to-noise ratio and the square of the desired bound.

The goal set out in the beginning of this paper – to

derive an expression for the minimum number of samples

necessary – has thus been achieved. The expression pro-

posed is (23), as a function of noise standard deviation or

(23) as a function of signal-to-noise ratio.

6 Conclusions

An expression is proposed for the computation of the min-

imum number of samples required to guarantee that the

standard deviation of sinewave amplitude estimation using

least squares three-parameter sine fitting algorithms is

lower than a given bound. This knowledge leads to efficient

data acquisition since a higher than required number of

samples leads to more time wasted in signal processing and

higher sampling rates.

The mathematical approximations made in order to

arrive at simple, easy to use, expressions for the compu-

tation of the minimum number of samples to use, were

numerically validated using a Monte Carlo procedure.

As expected, the greater the amount of noise present,

the more samples need to be acquired. What might not be

expected is that this dependence is quadratic. In other ADC

test methods, like the histogram test method, for example,

that dependence is linear [28].

Only the effect of additive noise was considered. Other

non-ideal effects also lead to constrains in the minimum

of samples that should be used. The consideration of those

effects is thus important and should be done in the future.
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